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https://www.geek.com/science/google-ai-looks-deep-into-your-eyes-to-predict-heart-disease-1731573/
https://www.insider.com/unilever-artificial-intelligence-hiring-process-2017-6
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https://techcrunch.com/2019/06/26/mit-ai-tool-can-predict-breast-cancer-up-to-5-years-early-works-equally-well-for-white-and-black-patients/
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The total global uplift on GDP as a result of Al could be over $10
trillion by 2030 per PWC
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Overcoming Racial Bias In Al Racial bias in a medical algorithm favors white

T patients over sicker black patients
Al Self-Driving Cars .

Al expert calls for end to UK use of

Iyser 13 : ' ' Al Bias Could Put Women’s
raaally biased algorlthms Lives At Risk - A Challenge For

Gender bias in Al: building Regulators
Bias in Al: A problem recognized but

fairer algorithms still unresolved

Amazon, Apple, Google, IBM, and Microsoft worse at
transcribing black people's voices than white people's with
Al voice recognition, study finds

Millions of black people affected by racial
biasin health-carealgorithms When It Comes to Gorillas, Google Photos Remains Blind

S(Ud\' TC\’CJIS rampam racism in dccision-making sof(wnrc US(‘d by US hOSpi(ﬂlS Google promised a fix after its photo-categorization software labeled black people as gorillas in 2015. More than two years later, it hasn't found one.

The Week in Tech: Algorithmic Bias Is
Bad. Uncovering It Is Good.

and highlights ways to correctit.

Google ‘fixed' its racist algorithm by removing
gorillas from its image-labeling tech

Artificial Intelligence has a gender bias
problem - just ask Siri

The Best Algorithms Struggle to Recognize Black Faces Equally

US government tests find even top-performing facial recognition systems misidentify blacks at rates five to 10 times higher than they do whites.



https://towardsdatascience.com/algorithm-bias-in-artificial-intelligence-needs-to-be-discussed-and-addressed-8d369d675a70
https://reutersinstitute.politics.ox.ac.uk/risj-review/uk-media-coverage-artificial-intelligence-dominated-industry-and-industry-sources
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Bill Gates warns ‘dangerous AI’

poses a threat ‘like nuclear weapons’ a
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https://phys.org/news/2019-10-headlines-dont-robots-threaten-jobs.html

We have a lot of fear'
and not enoughohilk

of Al Why 24§




Al and Machine Learning creates its own “software rules” by
learning patterns In data

Classical

: Answers
Programming

Machine
Answers —p| learning

Rules
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https://twitter.com/fchollet

And we do not necessarily understand the “rules” it creates
There is often a tradeoff between interpretability and accuracy of explainability

Inferable models, such as decision trees, Deep neural networks are often described

provide non-technical explanations as black boxes and it is harder to
(e.g. a loan decision) understand their decision making
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How do you understand a 175 billion parameter deep neural network
model? OpenAl’'s GPT-3 terrified us in 2020 as it wrote “intelligently”

OpenAl 175 billion parameters (June ‘20) Google 1.6 trillion parameters (Jan ‘21)

VB The Machine  GamesBeat Jobs  Special Issue Become aMember | Signin

A robot wrote this entire article. Are you
scared yet, human?

The Machine Q =
Making sense of Al -

Google trained a trillion-parameter Al

We asked GPT-3, OpenAl's powerful new language generator, to language model
write an essay for us from scratch. The assignment? To
convince us robots come in peace
For more about GPT-3 and how this essay was written and
edited, please read our editor's note below A —— — -

Kyle Wiggers  @Kyle_L_Wiggers  January 12, 2021 10:36 AM

How open banking is driving Parameters are the key to machine learning algorithms. They're the part of the model

huge innovation that’s learned from historical training data. Generally speaking, in the language

Learn how fintechs and forward- domain, the correlation between the number of parameters and sophistication has

thinking Fls are accelerating held up remarkably well. For example, OpenAl's GPT-3 — one of the largest language
personalized financial products models ever trained, at 175 billion parameters — can make primitive analogies,
"A ' \ r ; through data-rich API R
A 'We are not plotting to take over the human populace.’ Pt otograph: Volker Schlichting/Getty Images/EyeEm 9 s generate recipes, and even complete basic code

Best . : : - . e .
practice https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3 (C) 2021 Best Practice Artificial Intelhgence Ltd 8
https://venturebeat.com/2021/01/12/google-trained-a-trillion-parameter-ai-language-model/



https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://venturebeat.com/2021/01/12/google-trained-a-trillion-parameter-ai-language-model/




Deep learning is brittle and lacks human level robustness
It recognises statistical patterns, not higher order concepts and lacks common sense

School Bus Garbage Punch Bag Snow Plough
Truck

Best Source: https://arxiv.org/pdf/1811.11553.pdf c) 2021 Best Practice Artificial Intelligence Ltd 10
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Tesla’s Smart Summons shows the brittleness of pattern
recognition and the challenges of a world of edge cases
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Best https://arstechnica.com/cars/2019/10/i-watched-over-100-tesla-smart-summon-videos-
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And when it fails it goes viral on social media
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https://cdn.shrm.org/image/upload/c_crop%2Ch_703%2Cw_1250%2Cx_0%2Cy_0/c_fit%2Cf_auto%2Cq_auto%2Cw_767/v1/Legal%20and%20Compliance/AI3m_kvsolp?databtoa=eyIxNng5Ijp7IngiOjAsInkiOjAsIngyIjoxMjUwLCJ5MiI6NzAzLCJ3IjoxMjUwLCJoIjo3MDN9fQ%3D%3D

Joy Boualmwini is on a mission to “stop an unseen force that
is rising.” The risk of bias and discrimination.

ESasgticep 0 0 in i ing_bias_in_algorithms?la (c) 2021 Best Practice Atrtificial Intelligence Ltd



https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms?la

Gender classification systems are often biased as they are not
trained on representative sample datasets of gender & ethnicity

Gender was misidentified Gender was misidentified Gender was misidentified
in up to 1% of lighter- in up to 7% of lighter- in 35% of darker skinned
skinned males skinned females females

Practic https://www.ted.com/talks/joy buolamwini_how i m fighting bias in_algorithms
https://www.theatlantic.com/health/archive/2018/08/machine-learninq-dermatoloqy-skin-color/567619/

Best https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html ) o )
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https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
https://www.theatlantic.com/health/archive/2018/08/machine-learning-dermatology-skin-color/567619/

These biases could have serious ethical, legal,
operational and reputational consequences

T/hq . Al-Driven Dermatology Could Leave
llanllc Dark-Skinned Patients Behind

Machine learning has the potential to save thousands of people from
skin cancer each year—while putting others at greater risk.

ANGELA LASHBROOK AUGUST 16, 2018

STEVE GSCHMEISSNER / GETTY

LaToya Smith was 29 years old when she died from skin cancer. The young doctor had

gotten her degree in podiatry from Rosalind Franklin University, in Chicago, just four

(c) 2021 Best Practice Atrtificial Intelligence Ltd

Best
Practice


https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
https://www.theatlantic.com/health/archive/2018/08/machine-learning-dermatology-skin-color/567619/

Al shines a spotlight and often amplifies our human biases
What did the algorithm learn after reading 3.5 million books and 11 billion words?

Top 11 positive and negative words associated with females and males

Female Male
Positive  Negative Positive Negative
beautiful battered Just unsuitable
lovely untreated sound unreliable
chaste barren righteous lawless
gorgeous shrewish rational inseparable
fertile shelterec peaceable  brutish
beauteous heartbroken prodigious idle
sexy unmarried brave unarmed
classy undernourished paramount wounded
exquisite underweight reliable bigoted
vivacious uncomplaining sinless unjust
vibrant  nagging honorable  brutal

“There is a systemic, systematic, racist, sexist, gendered, class-oriented and other
axes of discrimination-bias embedded in most data collected by humans”

Best

Practice p https://www.futurity.org/adjectives-gender-descriptions-books-2143682-2/ (c) 2021 Best Practice Artificial Intelligence Ltd
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Government leaders

pohtmsmg algorlthms
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public trust n Al -

| g
sky news , 7
| Boris Johnson blames mutant
algorithm' for A-level results fiasco, then
sacks education chief
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The prime minister is accused of "shamelessly trying to avoid taking responsibility"
for the exams debacle.



https://news.sky.com/story/top-civil-servant-at-department-for-education-to-leave-after-a-levels-chaos-12057141

Is our Al
technology
human centric?



http://app.cctv.com/special/cportal/detail/arti/index.html?id=Arti4quWfQGGMIdgx5jojaaj201123&fromapp=cctvnews&version=807
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Do we understand the (unintended)

consequences of our algorithms?
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200+ “Ethical Al” frameworks from the likes of the OECD and
the IEEE boil down to similar principles

1) Explainable and transparent decision making

2) Inclusive, diverse and fair (avoid or don’t reinforce bias)
3) Be built and tested for safety

4) Be socially beneficial

5) Respect human rights and the law

6) People are accountable

gf;f:tice p (c) 2021 Best Practice Artificial Intelligence Ltd ~ 22



Al regulation is already here under GDPR: Explainability

Article 22 under GDPR states:

Fully automated decisions with

legal effect or similarly Explainability will spotlight
significant effect needs to be company historical
explainable practices

and

data subjects have the right to
human-made decisions

(c) 2021 Best Practice Atrtificial Intelligence Ltd 23
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https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-ai/

Information Commissioners Office (ICO) — requires an
Explainability statement for automation with legal effect

The ICO identified six main types of explanation that
form an explanatory statement:

1. Rationale explanation: the reasons that led to a decision, delivered in an
accessible and non-technical way.

2. Responsibility explanation: who is involved in the development,

management and implementation of an Al system, and who to contact for a EXplalnlng
human review of a decision. de CiSi ons

3. Data explanation: what data has been used in a particular decision and how; d -
what data has been used to train and test the Al model and how. ma e Wlth AI

4. Fairness explanation: steps taken across the design and implementation of
an Al system to ensure that the decisions it supports are generally unbiased
and fair, and whether or not an individual has been treated equitably.

5. Safety and performance explanation: steps taken across the design and
implementation of an Al system to maximise the accuracy, reliability, security
and robustness of its decisions and behaviours.

6. Impact explanation: the impact that the use of an Al system and its
decisions has or may have on an individual, and on wider society.

Best . e .
Practice https://ico.org.uk/for-organisations/quide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-ai/ (c) 2021 Best Practice Artificial Intelligence Ltd 24



https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-ai/

Companies are implementing Responsible Al programmes, often as a
competitive differentiator

 Deutsche Telekom view digital ethics as a strategic competitive differentiator

 They focus on shaping Al responsibly, with programme implemented on various levels
« Continuously updated

=
=

®

INTERNAL PROCESSES
Integration into internal security and data protection .@-
processes; integration into financing processes

Place for internal/external conferences to make Digital Ethics

DIGITAL ETHICS CENTER O
tangible =

DIGITAL ETHICS SEAL
First internal Al projects have been certified and received a g
Digital Ethics Seal

SUPPLIER MANAGEMENT
Guidelines extended to suppliers of Al systems

COMMUNICATION & EVENTS
Regular communication and expert interviews on the
intranet; Al days and other formats

TRAININGS & FORMAL POLICY
elLearnings, roadshow, workshops and policy for employees
to develop safe Al systems

1 Deutsche
Telekom

Best
Practic

e’ https://www.telekom.com/en/company/digital-responsibility/digital-ethics-deutsche-telekoms-ai-guideline

(c) 2021 Best Practice Artificial Intelligence Ltd 25
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Can the identification of bias by Al help us create a more just
society?

* Arecent paper looked at disparities in the treatment of
knee osteoarthritis that causes chronic pain

» Radiologists review x-rays of the knee and score the
patient’s pain based on radiographic features
(e.g. degree of missing cartilage or structural damage

» But there is a gap between the radiologist prediction of
pain and self-reporting pain of black patients

Why? The methodology used - the Kellgren-Lawrence
(KLG) grade - was developed several decades ago
based on a white British population

» ML used to predict pain in black patients was much
more accurate — medical methods need to be updated.

Best , o .
Practice https://www.technologyreview.com/2021/01/22/1016577/ai-fairer-healthcare-patient-outcomes/ (c) 2021 Best Practice Artificial Intelligence Ltd 26
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What about algorithmic monitoring and assessment?
How about we save time in recruiting with automated video interviews?

EMOTION RECOGNITION

TONAL INSIGHT
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FACE DETECTION

Artlflmal Intelligence
to assess EQ

Individual Emotional Profile
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Al ethics is often more a question of human motivations
than technology failings
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iKings Cross facial recognition§

Were human motivations wrong?

No User issues Ethical

Practlc https://medium.com/mps-seminar-one/less-bad-| -an- -of-the-allegheny-family-screening-tool-ef6ffa8a56fb

Best https://www.theguardian.com/technology/2019/sep/02/facial-recognition-technology-scrapped-at-kings-cross-development X . .
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Al ethics is often more a question of human motivations
than technology failings

Yes

data go wronq?

Did the technology, algorithm or

No

No Yes

Were human motivations wrong?

Practice ’ (c) 2021 Best Practice Arificial Intelligence Ltd



Al surveillance helped many countries successfully manage
COVID-19. Should we use Al monitoring in our country?

Thermal cameras used on on drones

Thermal screening in stations and airports to identify fevers and crowds

FRT to detect those wearing masks & enforce
quarantines
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https://nypost.com/2020/03/20/taiwans-electronic-fence-monitor-for-those-quarantined-raises-privacy-concerns/
https://securitytoday.com/articles/2020/03/20/why-facial-recognition-systems-could-rise-in-popularity-during-coronavirus-pandemic.aspx
https://www.dailymail.co.uk/news/article-7974935/China-uses-drones-THERMAL-CAMERAS-check-quarantined-residents-temperatures.html
https://qz.com/1803737/chinas-facial-recognition-tech-can-crack-masked-faces-amid-coronavirus/

What if we could understand what everyone was saying in our
company? Should we?

What if....

- All the conversations taking place in your organisation were tracked
Emails, slack, social media, telephone, messaging, meetings...
Customers, teams, suppliers, feedback sessions, internal debate....

- What value could your organisation capture if these were processed and assessed
Pain points and customer concerns identified, issues logged, ranked and prioritised...
Sentiment analysed, management issues spotted, individual performance assessed...
Personalised feedback, abuse monitoring, behaviour nudging, welfare protected...

- But at what cost?
Privacy, nuance, personal style...
Transparency versus reality...

« Who has the power — and where might this happen?

Best ce p - e ecoaniion echnology. (c) 2021 Best Practice Artificial Intelligence Ltd 32



https://theintercept.com/2018/01/19/voice-recognition-technology-nsa/

But how about Al in education™
-in the classroom?

Al can help education. For example, VIPKIid is used by 700,000+ students. Its Al
animated "fun characters” assist human teachers. Correct answers.grew 50 to 80%.

Chinese Megviiis a $4B+ company known for its facial recognition platform Face++

Demonstrated a classroom teaching evaluation system used to supplement teaching
evaluations through real-time structured analysis of classroom video data

Observes and classifies student behaviour:

resting on one’s desk
playing on a mobile phone
sleeping

listening to a lecture
reading

raising hands
concentration levels...

R 74
aruenc



https://www.wired.co.uk/article/kai-fu-lee-china-ed-tech
https://docs.google.com/document/d/1a9PFHTbrrzubKLWlv0RpheE25qZXoLpFrjCIH2ecFcI/edit

A recent report identified 1 hinese companies in the % \

emotion recognition marke@@®r education

EF Children's English In person and Partners with Tencent Cloud to conduct image, emotion, and
W2/ )| HEiE online voice recognition, and receives curriculum design assistance
to EF's product-development teams and teachers.'
Hanwang Education In person Class Care System (CCS) cameras take photos of whole
WNFE#HE classes once per second, connect to a programme that

purportedly uses deep-learning algorithms to detect
behaviours (including ‘listening, answering questions, writing,
interacting with other students, or sleeping’) and issue
behavxomal scores to students every week Scores are part of

New Oriental Blended Ieammg Al Dual Teacher CIaSSIooms containa ma;t eye system
R based on emotion recognition and students' attention levels’,

which the company says can also detect emotional states,
incluidina 'hannv ead qiirnrieed narmal and anary' 149 A

Hikvision In person Smart Classroom Behaviour Management System integrates

T R JE A three cameras, positioned at the front of the classroom, and
identifies seven types of emotions (fear, happiness, disgust,
sadness, surprise, anger, and neutral) and six behaviours
(reading, writing, listening, standing, raising hands, and laying
one's head ona desk).1+ Cameras take attendance usmg face

£ ~

Meezao In person Uses famal expression recognition and eye- trackmg software

A to scan preschoolers’ faces over 1,000 times per day and
generate reports, which are shared with teachers and
parents.’*” Reports contain data visualisations of students’

Taigusys Computing  In person Collects data from three cameras, one each on students'’

y R faces, teachers, and a classroom’s blackboard. The system
detects seven emotions (neutral, happy, surprised, disgusted,
sad, angry, scared) and seven actions (reading, writing,

https://www.article 19.org/wp- listening, raising hands, standing up, lying on the desk, playing
content/uploads/2021/01/ER-Tech- with mobile phones).

China-Report.pdf



https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf

And many Chinese vendors are offering emotion recognition

and monitoring for "public security.” Any concerns?

Alpha Monitors vestibular emotional reflex and conducts « Airport, railway, and subway station
eye posture, speech, physiological, and semant early MF<H'WH‘(]I?lz%itmlﬁﬁév’iMrr
];’HI ;J"‘J'-l'.{'””‘- analveic ¢ CLietnme and harder natrnl

CM Cross l "‘M:w" 'pr learning-powered Image » Customs and border patrol¢
EHBA) 5 ecognition to detect blood pressure, heart rate - Early warning

EmoKit EmoAsk Al Mu Illw"\'i"-\ Smart Interrogation  Detecting and managing mental
W RHY Auxiliary System detects facial expressions, body he: <\ | ssues at medical institution
movements, vocal tone, and heart rate.« Othel * Loan interviews at banks

|)Iiﬁ>ddiﬁﬁf,5 detect similar data for non-interrogation - Police :"(,mdtliiir,?{ nte ':ir‘:;;m(:m:;"
way static

Joyware NuralLogix's DeepAffex is an image recognition * Airport and ra
o T engine th: itl lentifies facial blood flow (which is surveillance
used to measure emotions) and detects art '[“‘ 'S[H’]
l\uralLogix rate, brea /chological pressure » Psychological counselling

Miaodong Relies on image recognition of vibrations and * Police interrogation
AL frequency of light on faces, wh

cial blood flow and he

ublic Safety Multimodal Emotional Interrogation * Police and court interrogations
erHh System detects micro-expressions, bodily micro
Shenzhen Emotion recognition product detects frequency Early warning
1l 1 L1 1 1 i L l ™ L L

faigusys One product is referred to as a micro-expression * Hospital use for de
,omputing recognition system for Monitoring and Analysis Alzheimer's, depre:
Ko of Imperceptible Emotions at Interrogation Sites, attacks

while others include ‘smart prison’' and ‘dynamic * Police interroga
emotion 'rii’iifiifli_;“\I\(m 'f\w‘u";\,«":z claims criminals™
to use Image recognition t h etects light * Prison surveillance
vibrations on faces and bodies, as well as parallel

omoutfina

https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf
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https://img.reality.news/img/original/61/19/63678906172365/0/636789061723656119.jpg

As a society we need to agree the responsible limits on facial
recognition and other high risk uses of Al technologies

WORLD
CONOMIC
FORUM

Facial recognition technology: The need for public
regulation and corporate responsibility
Jul 13,2018 | Brad Smith - President =. Microsoft

IBM quits facial-recognition market
over police racial-profiling concerns

\/

CEO writes to US Congress calling for ‘national dialogue’ about
use in law enforcement
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https://www.weforum.org/projects/responsible-limits-on-facial-recognition-technology
https://www.theguardian.com/technology/2020/jun/09/ibm-quits-facial-recognition-market-over-law-enforcement-concerns
https://blogs.microsoft.com/on-the-issues/2018/07/13/facial-recognition-technology-the-need-for-public-regulation-and-corporate-responsibility/



https://www.gartner.com/technology/pressRoom.do?id=3872933

China is an Al super-power with an ambition to be a global
leader in Al by 2030

Al Super-Powers,

Dr Kai Fu-Lee “China is the Saudi Arabia in data” “l left out Europe...”
Al Mobile Internet, China vs. U.S. “/ left out Europe because |
(USD trillion) didn’t think there was a
5 U P E R_ good chance for it to take
P . W E R 5 even a so-called ‘bronze
CHINA, ; medal’ in this Al
SILICON VALLEY, : competition. European
NEW WEIRLD ORDER artificial intelligence
I is losing the race.”

Chinese structural advantages include data privacy regulations, public - private
cooperation, and scale of data, capital, talent and market demand.
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https://www.slideshare.net/AIFrontiers/kaifu-lee-at-ai-frontiers-the-era-of-artificial-intelligence?from_action=save
https://sifted.eu/articles/europe-is-losing-the-ai-race/

“Creat{;n Al ecos
Davos Agenda Ja

“...Some of us are deeply concerned about the role which will be left for human beings in
a world run by Al.”

“Others worry about the serious effects that algorithms can have on the health of our
democracies. Who is taking the final decisions? Who is steering the flow of information?

“‘What we see through social media platforms seems real....we literally live in different
worlds.”

“Yes, algorithms can be a danger to our democracy. But they do not have to be...There
must be at least transparency on how the algorithm works....

“For people to accept a role for Al in such decisions, they must be comprehensible.

And they must respect people’s legal rights...we have to be able to examine the
workings of the system and to ensure human oversight.

Qur aim is to create an Al ecosystem of trust.



https://www.irishtimes.com/polopoly_fs/1.4473462.1612216104!/image/image.jpg_gen/derivatives/box_620_330/image.jpg
https://ec.europa.eu/commission/presscorner/detail/en/speech_20_2402

“What sets Europe apart from competitors like China is
not the size of our tech sector or how attractive we are
for venture capital. What sets Europe apart from

competitors is the fact that our values come first. Human

beings come first.”
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Further reading on Al governance
Ensure Al explainability, auditability within a governance framework

UK Information Commissioner’s Model Al Governance
Office (ICO) Guidance Framework
WORLD
ECONOMIC
FORUM
Explaining
decisions glo(r;panion to tge Model :
° overnance rramewor
made Wlth AI - Implementation and Self-Assessment
Guidance on Guide for Organizations
the AI auditing
framework

Draft guidance for consultation

.iCQ. SG:D Mg pdpcsi-
(launched Davos 2020)

BeSt https://ico.org.uk/media/for-organisations/guide-to-data-protection/key-data-protection- i . .
practice themes/explaining-decisions-made-with-artificial-intelligence-1-0.pdf (C) 2021 Best Practice Artificial Intelllgence Ltd 42

https://www.weforum.org/projects/model-ai-governance-framework
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