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AI is a GPT that will be woven into the fabric of society with 
the potential to transform lives, companies, and government

Improving crop yields in India 
with predictive plant disease 
diagnosis 

Predicting occurrences of 
diseases earlier and more 
accurately

Improving corporate 
performance – CV screening & 
supply chain forecasting

/
https://www.microsoft.com/en-us/research/lab/microsoft-research-asia/articles/ai-for-good/https://www.thebetterindia.com/174945/indian-railways-watch-movie-free-wifi-mumbai-local/
https://techcrunch.com/2019/06/26/mit-ai-tool-can-predict-breast-cancer-up-to-5-years-early-works-equally-well-for-white-and-black-patients/
https://www.economist.com/business/2017/04/12/how-germanys-otto-uses-artificial-intelligence
https://www.insider.com/unilever-artificial-intelligence-hiring-process-2017-6
https://www.geek.com/science/google-ai-looks-deep-into-your-eyes-to-predict-heart-disease-1731573

https://www.geek.com/science/google-ai-looks-deep-into-your-eyes-to-predict-heart-disease-1731573/
https://www.insider.com/unilever-artificial-intelligence-hiring-process-2017-6
https://www.thebetterindia.com/174945/indian-railways-watch-movie-free-wifi-mumbai-local/
https://techcrunch.com/2019/06/26/mit-ai-tool-can-predict-breast-cancer-up-to-5-years-early-works-equally-well-for-white-and-black-patients/
https://www.economist.com/business/2017/04/12/how-germanys-otto-uses-artificial-intelligence
https://www.insider.com/unilever-artificial-intelligence-hiring-process-2017-6
https://www.geek.com/science/google-ai-looks-deep-into-your-eyes-to-predict-heart-disease-1731573/
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The total global uplift on GDP as a result of AI could be over $10 
trillion by 2030 per PWC

https://www.pwc.com/gx/en/issues/analytics/assets/pwc-ai-analysis-sizing-the-prize-report.pdf

$3.7 Trillion
15% of GDP

North 
America

$7.0 Trillion
26% of GDP

China
$1.8 Trillion
10% of GDP

North 
Europe

https://www.pwc.com/gx/en/issues/analytics/assets/pwc-ai-analysis-sizing-the-prize-report.pdf


https://towardsdatascience.com/algorithm-bias-in-artificial-intelligence-needs-to-be-discussed-and-addressed-8d369d675a70
https://reutersinstitute.politics.ox.ac.uk/risj-review/uk-media-coverage-artificial-intelligence-dominated-industry-and-industry-sources

https://towardsdatascience.com/algorithm-bias-in-artificial-intelligence-needs-to-be-discussed-and-addressed-8d369d675a70
https://reutersinstitute.politics.ox.ac.uk/risj-review/uk-media-coverage-artificial-intelligence-dominated-industry-and-industry-sources
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https://phys.org/news/2019-10-headlines-dont-robots-threaten-jobs.html

https://phys.org/news/2019-10-headlines-dont-robots-threaten-jobs.html


https://www.corporatecomplianceinsights.com/
ethical-use-artificial-intelligence/

We have a lot of fear 
and not enough trust 
of AI. Why?
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AI and Machine Learning creates its own “software rules” by 
learning patterns in data

https://twitter.com/fchollet
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And we do not necessarily understand the “rules” it creates
There is often a tradeoff between interpretability and accuracy of explainability

https://www.youtube.com/watch?v=3JQ3hYko51Y

Deep neural networks are often described 
as black boxes and it is harder to 
understand their decision making

7

Inferable models, such as decision trees, 
provide non-technical explanations 
(e.g. a loan decision)

https://www.youtube.com/watch?v=3JQ3hYko51Y
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How do you understand a 175 billion parameter deep neural network 
model?  OpenAI’s GPT-3 terrified us in 2020 as it wrote “intelligently”

OpenAI 175 billion parameters (June ‘20) Google 1.6 trillion parameters (Jan ‘21)

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://venturebeat.com/2021/01/12/google-trained-a-trillion-parameter-ai-language-model/

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://venturebeat.com/2021/01/12/google-trained-a-trillion-parameter-ai-language-model/


How can we trust AI when it fails?
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0Source: https://arxiv.org/pdf/1811.11553.pdf

School Bus

1 0 0 %

Garbage 
Truck
9 9 %

Punch Bag

1 0 0 %

Snow Plough

9 2 %

Deep learning is brittle and lacks human level robustness
It recognises statistical patterns, not higher order concepts and lacks common sense
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Tesla’s Smart Summons shows the brittleness of pattern 
recognition and the challenges of a world of edge cases

https://arstechnica.com/cars/2019/10/i-watched-over-100-tesla-smart-summon-videos-
heres-what-i-learned/

https://arstechnica.com/cars/2019/10/i-watched-over-100-tesla-smart-summon-videos-heres-what-i-learned/
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And when it fails it goes viral on social media

https://syncedreview.com/2021/01/01/2020-in-review-10-ai-failures/

https://syncedreview.com/2021/01/01/2020-in-review-10-ai-failures/


(c) 2021 Best Practice Artificial Intelligence Ltdhttps://cdn.shrm.org/image/upload/c_crop%2Ch_703%2Cw_1250%2Cx_0%2Cy_0/c_fit%2Cf_auto%2Cq_auto%2Cw_767/v1/Legal%20and%20Compliance/AI3m_kvsolp?databtoa=e
yIxNng5Ijp7IngiOjAsInkiOjAsIngyIjoxMjUwLCJ5MiI6NzAzLCJ3IjoxMjUwLCJoIjo3MDN9fQ%3D%3D

13

Is AI 
biased?

https://cdn.shrm.org/image/upload/c_crop%2Ch_703%2Cw_1250%2Cx_0%2Cy_0/c_fit%2Cf_auto%2Cq_auto%2Cw_767/v1/Legal%20and%20Compliance/AI3m_kvsolp?databtoa=eyIxNng5Ijp7IngiOjAsInkiOjAsIngyIjoxMjUwLCJ5MiI6NzAzLCJ3IjoxMjUwLCJoIjo3MDN9fQ%3D%3D
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Joy Boualmwini is on a mission to “stop an unseen force that 
is rising.” The risk of bias and discrimination.

https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms?la

https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms?la
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Gender classification systems are often biased as they are not 
trained on representative sample datasets of gender & ethnicity 

Gender was misidentified 
in up to 1% of lighter-
skinned males 

Gender was misidentified 
in 35% of darker skinned 
females

https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
https://www.theatlantic.com/health/archive/2018/08/machine-learning-dermatology-skin-color/567619/

Gender was misidentified 
in up to 7% of lighter-
skinned females 

https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
https://www.theatlantic.com/health/archive/2018/08/machine-learning-dermatology-skin-color/567619/
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These biases could have serious ethical, legal, 
operational and reputational consequences

https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
https://www.theatlantic.com/health/archive/2018/08/machine-learning-dermatology-skin-color/567619/

https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
https://www.theatlantic.com/health/archive/2018/08/machine-learning-dermatology-skin-color/567619/
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AI shines a spotlight and often amplifies our human biases
What did the algorithm learn after reading 3.5 million books and 11 billion words?

“There is a systemic, systematic, racist, sexist, gendered, class-oriented and other 
axes of discrimination-bias embedded in most data collected by humans”

https://www.futurity.org/adjectives-gender-descriptions-books-2143682-2/

Top 11 positive and negative words associated with females and males

https://www.futurity.org/adjectives-gender-descriptions-books-2143682-2/
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Government leaders 
politicising algorithms 
doesn’t help to engender 

public trust in AI!

https://new
s.sky.com

/story/top-civil-servant-at-departm
ent-for-

education-to-leave-after-a-levels-chaos-12057141

https://news.sky.com/story/top-civil-servant-at-department-for-education-to-leave-after-a-levels-chaos-12057141
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Is our AI 
technology 
human centric?

http://app.cctv.com/special/cportal/detail/arti/index.html?id=Arti4quWfQGGMIdgx5jojaaj201123&fromapp=cctvnews&version=807

http://app.cctv.com/special/cportal/detail/arti/index.html?id=Arti4quWfQGGMIdgx5jojaaj201123&fromapp=cctvnews&version=807
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Do we understand the (unintended) 
consequences of our algorithms?
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200+ “Ethical AI” frameworks from the likes of the OECD and 
the IEEE boil down to similar principles

1) Explainable and transparent decision making

2) Inclusive, diverse and fair (avoid or don’t reinforce bias)

3) Be built and tested for safety

4) Be socially beneficial 

5) Respect human rights and the law

6) People are accountable
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AI regulation is already here under GDPR: Explainability

Article 22 under GDPR states:

Fully automated decisions with 
legal effect or similarly 
significant effect needs to be 
explainable 

and 
data subjects have the right to 
human-made decisions

https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-ai/

Explainability will spotlight 
company historical 
practices

https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-ai/
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Information Commissioners Office (ICO) – requires an 
Explainability statement for automation with legal effect

The ICO identified six main types of explanation that 
form an explanatory statement:

1. Rationale explanation: the reasons that led to a decision, delivered in an 
accessible and non-technical way. 

2. Responsibility explanation: who is involved in the development, 
management and implementation of an AI system, and who to contact for a 
human review of a decision.

3. Data explanation: what data has been used in a particular decision and how; 
what data has been used to train and test the AI model and how. 

4. Fairness explanation: steps taken across the design and implementation of 
an AI system to ensure that the decisions it supports are generally unbiased 
and fair, and whether or not an individual has been treated equitably. 

5. Safety and performance explanation: steps taken across the design and 
implementation of an AI system to maximise the accuracy, reliability, security 
and robustness of its decisions and behaviours. 

6. Impact explanation: the impact that the use of an AI system and its 
decisions has or may have on an individual, and on wider society.

https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-ai/

https://ico.org.uk/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-ai/
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Companies are implementing Responsible AI programmes, often as a 
competitive differentiator

• Deutsche Telekom view digital ethics as a strategic competitive differentiator
• They focus on shaping AI responsibly, with programme implemented on various levels
• Continuously updated 

https://www.telekom.com/en/company/digital-responsibility/digital-ethics-deutsche-telekoms-ai-guideline

https://www.telekom.com/en/company/digital-responsibility/digital-ethics-deutsche-telekoms-ai-guideline
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Can the identification of bias by AI help us create a more just 
society?  

• A recent paper looked at disparities in the treatment of 
knee osteoarthritis that causes chronic pain

• Radiologists review x-rays of the knee and score the 
patient’s pain based on radiographic features 
(e.g. degree of missing cartilage or structural damage

• But there is a gap between the radiologist prediction of 
pain and self-reporting pain of black patients

• Why? The methodology used - the Kellgren-Lawrence 
(KLG) grade - was developed several decades ago 
based on a white British population

• ML used to predict pain in black patients was much 
more accurate – medical methods need to be updated.

https://www.technologyreview.com/2021/01/22/1016577/ai-fairer-healthcare-patient-outcomes/

https://www.technologyreview.com/2021/01/22/1016577/ai-fairer-healthcare-patient-outcomes/
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27

What does 
society 
deem 

acceptable 
use cases 
for AI? …
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What about algorithmic monitoring and assessment? 
How about we save time in recruiting with automated video interviews?

https://www.8andabove.com/wp-content/themes/wall-street-child/videos/ZGroup_Carol_Video_Rework_VER4.mp4

https://www.8andabove.com/wp-content/themes/wall-street-child/videos/ZGroup_Carol_Video_Rework_VER4.mp4
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AI ethics is often more a question of human motivations 
than technology failings

https://www.theguardian.com/technology/2019/sep/02/facial-recognition-technology-scrapped-at-kings-cross-development
https://www.nytimes.com/2017/10/26/opinion/algorithm-compas-sentencing-bias.html
https://medium.com/mps-seminar-one/less-bad-bias-an-analysis-of-the-allegheny-family-screening-tool-ef6ffa8a56fb

Engineering Fail
Uber crash

Bias Mirroring Fail
Amazon HR recruitment

Microsoft chatbot Tay
Wisconsin COMPAS recidivism

Pasco County, Florida 
intelligence-led policing

Bad Actor Failure
Cambridge Analytica

Unintended 
Consequences Fail

FB newsfeed
YouTube auto play

Good Intentions Fail
Bus school route optimisation

“Being Too Innovative"
Failure

Admiral Insurance
Google Maven

Salesforce US border patrol
Kings Cross facial recognition
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W e r e  h u m a n  m o t i v a t i o n s  w r o n g ?
W e r e  h u m a n  m o t i v a t i o n s  w r o n g ?

https://www.theguardian.com/technology/2019/sep/02/facial-recognition-technology-scrapped-at-kings-cross-development
https://www.nytimes.com/2017/10/26/opinion/algorithm-compas-sentencing-bias.html
https://medium.com/mps-seminar-one/less-bad-bias-an-analysis-of-the-allegheny-family-screening-tool-ef6ffa8a56fb
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AI ethics is often more a question of human motivations 
than technology failings
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AI surveillance helped many countries successfully manage 
COVID-19. Should we use AI monitoring in our country?

https://nypost.com/2020/03/20/taiwans-electronic-fence-monitor-for-those-quarantined-raises-privacy-concerns/
https://securitytoday.com/articles/2020/03/20/why-facial-recognition-systems-could-rise-in-popularity-during-coronavirus-pandemic.aspx
https://www.dailymail.co.uk/news/article-7974935/China-uses-drones-THERMAL-CAMERAS-check-quarantined-residents-temperatures.html
https://qz.com/1803737/chinas-facial-recognition-tech-can-crack-masked-faces-amid-coronavirus/

Thermal screening in stations and airports

Enforcing social distancing

Thermal cameras used on on drones 
to identify fevers and crowds

FRT to detect those wearing masks & enforce 
quarantines

https://nypost.com/2020/03/20/taiwans-electronic-fence-monitor-for-those-quarantined-raises-privacy-concerns/
https://securitytoday.com/articles/2020/03/20/why-facial-recognition-systems-could-rise-in-popularity-during-coronavirus-pandemic.aspx
https://www.dailymail.co.uk/news/article-7974935/China-uses-drones-THERMAL-CAMERAS-check-quarantined-residents-temperatures.html
https://qz.com/1803737/chinas-facial-recognition-tech-can-crack-masked-faces-amid-coronavirus/


32(c) 2021 Best Practice Artificial Intelligence Ltd

What if we could understand what everyone was saying in our 
company?  Should we?

What if….
• All the conversations taking place in your organisation were tracked

• Emails, slack, social media, telephone, messaging, meetings…
• Customers, teams, suppliers, feedback sessions, internal debate….

• What value could your organisation capture if these were processed and assessed
• Pain points and customer concerns identified, issues logged, ranked and prioritised…
• Sentiment analysed, management issues spotted, individual performance assessed… 
• Personalised feedback, abuse monitoring, behaviour nudging, welfare protected…

• But at what cost?
• Privacy, nuance, personal style…
• Transparency versus reality…

• Who has the power – and where might this happen?

https://theintercept.com/2018/01/19/voice-recognition-technology-nsa/

https://theintercept.com/2018/01/19/voice-recognition-technology-nsa/
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But how about AI in education?  Should we monitor students 
in the classroom?

• AI can help education.  For example, VIPKid is used by 700,000+ students. Its AI 
animated ”fun characters” assist human teachers. Correct answers grew 50 to 80%.

• Chinese Megvii is a $4B+ company known for its facial recognition platform Face++ 
• Demonstrated a  classroom teaching evaluation system used to supplement teaching 

evaluations through real-time structured analysis of classroom video data

• Observes and classifies student behaviour: 
• resting on one’s desk
• playing on a mobile phone
• sleeping
• listening to a lecture
• reading
• raising hands
• concentration levels…

https://www.wired.co.uk/article/kai-fu-lee-china-ed-tech
https://docs.google.com/document/d/1a9PFHTbrrzubKLWlv0RpheE25qZXoLpFrjCIH2ecFcI/edit

https://www.wired.co.uk/article/kai-fu-lee-china-ed-tech
https://docs.google.com/document/d/1a9PFHTbrrzubKLWlv0RpheE25qZXoLpFrjCIH2ecFcI/edit
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A recent report identified 10+ Chinese companies in the 
emotion recognition market for education

https://www.article19.org/wp-
content/uploads/2021/01/ER-Tech-
China-Report.pdf

https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf
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And many Chinese vendors are offering emotion recognition 
and monitoring for ”public security.”  Any concerns?

https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf
https://img.reality.news/img/original/61/19/63678906172365/0/636789061723656119.jpg

https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf
https://img.reality.news/img/original/61/19/63678906172365/0/636789061723656119.jpg
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As a society we need to agree the responsible limits on facial 
recognition and other high risk uses of AI technologies 

https://www.weforum.org/projects/responsible-limits-on-facial-recognition-technology
https://www.theguardian.com/technology/2020/jun/09/ibm-quits-facial-recognition-market-over-law-enforcement-concerns
https://blogs.microsoft.com/on-the-issues/2018/07/13/facial-recognition-technology-the-need-for-public-regulation-and-corporate-responsibility/

https://www.weforum.org/projects/responsible-limits-on-facial-recognition-technology
https://www.theguardian.com/technology/2020/jun/09/ibm-quits-facial-recognition-market-over-law-enforcement-concerns
https://blogs.microsoft.com/on-the-issues/2018/07/13/facial-recognition-technology-the-need-for-public-regulation-and-corporate-responsibility/
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There is a leadership race for AI 
across nation states.  

Does this impact AI ethics?

3
7

h t t p s : / / w w w . g a r t n e r . c o m / t e c h n o l

o g y / p r e s s R o o m . d o ? i d = 3 8 7 2 9 3 3

https://www.gartner.com/technology/pressRoom.do?id=3872933
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China is an AI super-power with an ambition to be a global 
leader in AI by 2030
AI Super-Powers, 

Dr Kai Fu-Lee “China is the Saudi Arabia in data”

https://www.slideshare.net/AIFrontiers/kaifu-lee-at-ai-frontiers-the-era-of-artificial-intelligence?from_action=save

Chinese structural advantages include data privacy regulations, public - private 
cooperation, and scale of data, capital, talent and market demand.

“I left out Europe because I 
didn’t think there was a 
good chance for it to take 
even a so-called ‘bronze 
medal’ in this AI 
competition. European 
artificial intelligence 
is losing the race.”

“I left out Europe...”

https://www.slideshare.net/AIFrontiers/kaifu-lee-at-ai-frontiers-the-era-of-artificial-intelligence?from_action=save
https://sifted.eu/articles/europe-is-losing-the-ai-race/
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“Create an AI ecosystem of trust.” Ursula von der Leyen, 
Davos Agenda Jan ’21.

“…Some of us are deeply concerned about the role which will be left for human beings in 
a world run by AI.”

“Others worry about the serious effects that algorithms can have on the health of our 
democracies. Who is taking the final decisions? Who is steering the flow of information? 

“What we see through social media platforms seems real….we literally live in different 
worlds.”

“Yes, algorithms can be a danger to our democracy. But they do not have to be…There 
must be at least transparency on how the algorithm works….

“For people to accept a role for AI in such decisions, they must be comprehensible. 

And they must respect people's legal rights…we have to be able to examine the 
workings of the system and to ensure human oversight. 

Our aim is to create an AI ecosystem of trust.

https://www.irishtimes.com/polopoly_fs/1.4473462.1612216104!/image/image.jpg_gen/derivatives/box_620_330/image.jpg
https://ec.europa.eu/commission/presscorner/detail/en/speech_20_2402

https://www.irishtimes.com/polopoly_fs/1.4473462.1612216104!/image/image.jpg_gen/derivatives/box_620_330/image.jpg
https://ec.europa.eu/commission/presscorner/detail/en/speech_20_2402
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“Create an AI ecosystem of trust.” Ursula von der Leyen, 
Davos Agenda Jan ’21.

https://www.irishtimes.com/polopoly_fs/1.4473462.1612216104!/image/image.jpg_gen/derivatives/box_620_330/image.jpg
https://ec.europa.eu/commission/presscorner/detail/en/speech_20_2402

“What sets Europe apart from competitors like China is 

not the size of our tech sector or how attractive we are 

for venture capital. What sets Europe apart from 

competitors is the fact that our values come first. Human 

beings come first."

“”

https://www.irishtimes.com/polopoly_fs/1.4473462.1612216104!/image/image.jpg_gen/derivatives/box_620_330/image.jpg
https://ec.europa.eu/commission/presscorner/detail/en/speech_20_2402
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AI management consultancy

Thank you.  Best Practice AI

Contact us:

+44 (0) 7 8 2 4 5 5 7 9 7 9
www.bestpractice.ai

@BestpracticeAi

Simon Greenman
Simon @ bestpractice . ai

Strategy, Business Planning & 
Education

AI Delivery 
Support & Coaching

AI Governance & Risk 
Management

Investment Due Diligence

Organisational Design and 
Capacity Building
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Further reading on AI governance
Ensure AI explainability, auditability within a governance framework

UK Information Commissioner’s 
Office (ICO) Guidance

Model AI Governance 
Framework 

https://ico.org.uk/media/for-organisations/guide-to-data-protection/key-data-protection-
themes/explaining-decisions-made-with-artificial-intelligence-1-0.pdf
https://www.weforum.org/projects/model-ai-governance-framework

(launched Davos 2020)

https://ico.org.uk/media/for-organisations/guide-to-data-protection/key-data-protection-themes/explaining-decisions-made-with-artificial-intelligence-1-0.pdf
https://www.weforum.org/projects/model-ai-governance-framework

