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AI is a GPT that will be woven into the fabric of society with 
the potential to transform lives, companies, and government

Improving crop yields in India 
with predictive plant disease 
diagnosis 

Predicting occurrences of 
diseases earlier and more 
accurately

Improving corporate 
performance – CV screening & 
supply chain forecasting

/
https://www.microsoft.com/en-us/research/lab/microsoft-research-asia/articles/ai-for-good/https://www.thebetterindia.com/174945/indian-railways-watch-movie-free-wifi-mumbai-local/
https://techcrunch.com/2019/06/26/mit-ai-tool-can-predict-breast-cancer-up-to-5-years-early-works-equally-well-for-white-and-black-patients/
https://www.economist.com/business/2017/04/12/how-germanys-otto-uses-artificial-intelligence
https://www.insider.com/unilever-artificial-intelligence-hiring-process-2017-6
https://www.geek.com/science/google-ai-looks-deep-into-your-eyes-to-predict-heart-disease-1731573

https://www.geek.com/science/google-ai-looks-deep-into-your-eyes-to-predict-heart-disease-1731573/
https://www.insider.com/unilever-artificial-intelligence-hiring-process-2017-6
https://www.thebetterindia.com/174945/indian-railways-watch-movie-free-wifi-mumbai-local/
https://techcrunch.com/2019/06/26/mit-ai-tool-can-predict-breast-cancer-up-to-5-years-early-works-equally-well-for-white-and-black-patients/
https://www.economist.com/business/2017/04/12/how-germanys-otto-uses-artificial-intelligence
https://www.insider.com/unilever-artificial-intelligence-hiring-process-2017-6
https://www.geek.com/science/google-ai-looks-deep-into-your-eyes-to-predict-heart-disease-1731573/
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The total global uplift on GDP as a result of AI could be over $10 
trillion by 2030 per PWC

https://www.pwc.com/gx/en/issues/analytics/assets/pwc-ai-analysis-sizing-the-prize-report.pdf

$3.7 Trillion
15% of GDP

North 
America

$7.0 Trillion
26% of GDP

China
$1.8 Trillion
10% of GDP

North 
Europe

https://www.pwc.com/gx/en/issues/analytics/assets/pwc-ai-analysis-sizing-the-prize-report.pdf
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And it has been particularly good for observation to help 
enforce public health care policies

Thermal screening in stations and airports

Enforcing social distancing

Thermal cameras used on on drones 
to identify fevers and crowds

FRT to detect those wearing masks & enforce 
quarantines
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https://twitter.com/automeme/status/1138037609844936705

https://twitter.com/automeme/status/1138037609844936705
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Go East! Meituan - the rise of the $200B local transactional 
Super-App.  “The Amazon of on-demand services”

• Over 200 local on-demand services incl. 

restaurants, food delivery, movie tickets, ride 

hailing, bike sharing…

• And lower frequency services such as, 

haircuts, doctors, dentists, marriages…

• $17B in revenue in 2020

• 7.7M merchants in network

• 628M paying users

https://www.chinainternetwatch.com/31107/meituan-quarterly/
https://medium.com/syncedreview/meituan-drives-instant-food-delivery-with-ai-super-brain-
be77074792fd

https://www.chinainternetwatch.com/31107/meituan-quarterly/
https://medium.com/syncedreview/meituan-drives-instant-food-delivery-with-ai-super-brain-be77074792fd
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Forty percent of ‘AI 
startups’ in Europe don’t 
actually use AI, claims 
report

https://www.technologyreview.com/2019/03/05/65990/about-40-of-europes-ai-companies-dont-actually-use-any-ai-at-all/


https://www.corporatecomplianceinsights.com/
ethical-use-artificial-intelligence/

The AI narrative is 
often one of fear 

Why do we not trust 
AI?
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https://phys.org/news/2019-10-headlines-dont-robots-threaten-jobs.html

https://phys.org/news/2019-10-headlines-dont-robots-threaten-jobs.html


https://towardsdatascience.com/algorithm-bias-in-artificial-intelligence-needs-to-be-discussed-and-addressed-8d369d675a70
https://reutersinstitute.politics.ox.ac.uk/risj-review/uk-media-coverage-artificial-intelligence-dominated-industry-and-industry-sources

https://towardsdatascience.com/algorithm-bias-in-artificial-intelligence-needs-to-be-discussed-and-addressed-8d369d675a70
https://reutersinstitute.politics.ox.ac.uk/risj-review/uk-media-coverage-artificial-intelligence-dominated-industry-and-industry-sources
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So what is AI / ML? Machine learning today is massive pattern 
recognition using deep neural network models to make predictions

1

1

https://www.youtube.com/watch?v=3JQ3hYko51Y
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AI and Machine Learning creates its own “software rules” by 
learning (massive) statistical patterns in data

https://twitter.com/fchollet
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And we do not necessarily understand the “rules” it creates 
as it is viewed as a “black box”

https://www.youtube.com/watch?v=3JQ3hYko51Y

Deep neural networks are often described 
as black boxes and it is harder to 
understand their decision making

13

Inferable models, such as decision trees, 
provide non-technical explanations 
(e.g. a loan decision)

https://www.youtube.com/watch?v=3JQ3hYko51Y
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How do you understand a 175 billion parameter deep neural network 
model?  OpenAI’s GPT-3 terrified us in 2020 as it wrote “intelligently”

OpenAI 175 billion parameters (June ‘20) Google 1.6 trillion parameters (Jan ‘21)

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://venturebeat.com/2021/01/12/google-trained-a-trillion-parameter-ai-language-model
https://www.engadget.com/chinas-gigantic-multi-modal-ai-is-no-one-trick-pony-211414388.html/

Wu Dao 2.0
1.75 trillion parameters (June ‘21)

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
https://venturebeat.com/2021/01/12/google-trained-a-trillion-parameter-ai-language-model/
https://venturebeat.com/2021/01/12/google-trained-a-trillion-parameter-ai-language-model/


15(c) 2021 Best Practice Artificial Intelligence Ltd
1

5Source: https://arxiv.org/pdf/1811.11553.pdf

School Bus

1 0 0 %

Garbage 
Truck

9 9 %

Punch Bag

1 0 0 %

Snow Plough

9 2 %

And machine learning is brittle, lacking human common sense
It recognises statistical patterns, not higher order concepts and lacks common sense
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And when it fails it goes viral on social media

https://syncedreview.com/2021/01/01/2020-in-review-10-ai-failures/

https://syncedreview.com/2021/01/01/2020-in-review-10-ai-failures/


(c) 2019 Best Practice Artificial Intelligence Ltd

Gender classification systems are often “biased” as they are not 
trained on representative sample datasets of gender & ethnicity 

Gender was misidentified 
in up to 1% of lighter-
skinned males 

Gender was misidentified 
in 35% of darker skinned 
females

https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html

https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms

https://www.theatlantic.com/health/archive/2018/08/machine-learning-dermatology-skin-color/567619/

Gender was misidentified 
in up to 7% of lighter-
skinned females 

https://www.nytimes.com/2018/02/09/technology/facial-recognition-race-artificial-intelligence.html
https://www.ted.com/talks/joy_buolamwini_how_i_m_fighting_bias_in_algorithms
https://www.theatlantic.com/health/archive/2018/08/machine-learning-dermatology-skin-color/567619/
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Government leaders 
politicising algorithms 
doesn’t help to engender 

public trust in AI!

https://new
s.sky.com

/story/top-civil-servant-at-departm
ent-for-

education-to-leave-after-a-levels-chaos-12057141

https://news.sky.com/story/top-civil-servant-at-department-for-education-to-leave-after-a-levels-chaos-12057141
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Is our AI 
technology 
human centric?

http://app.cctv.com/special/cportal/detail/arti/index.html?id=Arti4quWfQGGMIdgx5jojaaj201123&fromapp=cctvnews&version=807

http://app.cctv.com/special/cportal/detail/arti/index.html?id=Arti4quWfQGGMIdgx5jojaaj201123&fromapp=cctvnews&version=807
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Do we understand the (unintended) 
consequences of our algorithms? “Constructed” realities



How do we ensure trust 
in AI and its data?
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There are 200+ “Ethical AI” frameworks from the likes of the 
Singapore government, OECD, and IEEE

1) Explainable and transparent decision 

making

2) Inclusive, diverse and fair

(avoid or don’t reinforce bias)

3) Be built and tested for safety

4) Be socially beneficial 

5) Respect human rights and the law

6) People are accountable

https://innovationatwork.ieee.org/ai_ethics/

https://innovationatwork.ieee.org/ai_ethics/
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AI regulation is already here under GDPR: explainability and 
transparency is key

Articles 13, 14, 15 and 22 under GDPR 
state:

Fully automated decisions with legal effect 
or similarly significant effect need to be 
explainable 

and 

data subjects have the right to human-made 
decisions
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Healthily and Best Practice AI published world's first AI 
Explainability Statement reviewed by a regulator - ICO (Sep 2021)

https://www.prnewswire.co.uk/news-releases/healthily-and-best-practice-ai-publish-world-s-first-ai-
explainability-statement-reviewed-by-the-ico-879919805.html

The ICO has welcomed the 

Healthily publication of its 

Explainability Statement as an 

example of how organisations

can practically apply the 

guidance on Explaining 

Decisions Made With AI".

“
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Drivers vs

The risk is now real: recent court cases and regulatory fines 
relate to lack of algorithmic transparency

In August 2021 the Italian data protection regulator (the 

‘Garante’) Deliveroo €2.5m
• GDPR violations in respect of its failure to provide 

transparency as to its algorithmic management system.

In July 2021 the Garante also fined the operator of an 
online food delivery platform, Foodinho, (owned by 

Glovo) €2.6m
• GDPR violations relation to its use of discriminatory 

algorithms for managing its delivery riders and failure to 

provide transparency.

Delivery riders vs 

App Drivers & Couriers Union challenged Uber and Ola 
Cabs in the Amsterdam Court:
• Seeking transparency of algorithmic decision-making.
• Drivers had been accused of fraud and had contracts 

terminated, based on an algorithmic decision (‘robo-
firing’).

In March 2021 the Court ordered:
• “Ola must provide [the drivers] with information that makes 

the choices made, data used and assumptions on the 
basis of which the automated decision is taken 

transparent and verifiable. 

• Ola must communicate the main assessment criteria and 
their role in the automated decision to [the drivers], so that 
they can understand the criteria on the basis of which the 
decisions were taken and they are able to check the 
correctness and lawfulness of the data processing” 
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27

What does 
society 
deem 

acceptable 
use cases 
for AI? …
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A recent report alleges many Chinese vendors offering 
emotion recognition and monitoring for ”public security”

https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf

https://img.reality.news/img/original/61/19/63678906172365/0/636789061723656119.jpg

https://www.article19.org/wp-content/uploads/2021/01/ER-Tech-China-Report.pdf
https://img.reality.news/img/original/61/19/63678906172365/0/636789061723656119.jpg
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Ursula von der Leyen at Davos Agenda Jan ’21 said Europe 
needs to “create an AI ecosystem of trust.”

https://www.irishtimes.com/polopoly_fs/1.4473462.1612216104!/image/image.jpg_gen/derivatives/box_620_330/image.jpg

https://ec.europa.eu/commission/presscorner/detail/en/speech_20_2402

“What sets Europe apart from competitors like China is 

not the size of our tech sector or how attractive we are 

for venture capital. What sets Europe apart from 

competitors is the fact that our values come first. Human 

beings come first."

“”

https://www.irishtimes.com/polopoly_fs/1.4473462.1612216104!/image/image.jpg_gen/derivatives/box_620_330/image.jpg
https://ec.europa.eu/commission/presscorner/detail/en/speech_20_2402
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On April 21st EU published Draft Regulation based perceived risk 
of an AI system - penalties up to €30M or 6% of annual turnover

• Draft Regulation:

• Lays down requirements for certain AI systems, 
depending on perceived risk

• Establishes framework for enforcement e.g. 
through “notified bodies” and functions at 
member state level

• “Regulation” binding in its entirety and directly 
applicable in all EU Member States

• 12 – 24 months for draft regulation to go through 
detailed legislative process

• And then a further 24 months to allow 
compliance

https://www.osborneclarke.com/insights/european-commission-proposes-new-regulatory-
framework-artificial-intelligence/
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The act suggests four levels of risk: (1) unacceptable, (2) high 
risk, (3) limited risk or (4) minimal risk

3. Limited Risk
i.e. AI systems with specific transparency 
obligations: When using AI systems such as 
chatbots, users should be aware that 
they are interacting with a machine.

4. Minimal Risk
The proposal allows the free use of 
applications such as AI-enabled video games 
or spam filters which account for the 
majority of AI systems. 

1. Unacceptable Risk
All AI systems considered a clear threat to the safety, 
livelihoods and rights of people will be banned, from 
social scoring by governments to real-time facial recognition

2. High-Risk AI Systems (HRAIS)
Products or components covered focus on people’s safety, 
legal rights, and already EU regulated products including 
Medical devices, Facial recognition systems, 
assessing students, recruitment processes, law 
enforcement, immigration, asylum
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Substantive obligations and requirements for controllers of 
High-Risk AI Systems (HRAIS)

Risk 
management 

systems

Data / data
governance

Technical
documentation

Record-keeping

Post-marketing
monitoringHuman 

oversight

Accuracy, 
robustness & 
cybersecurity

Quality
management 

system

Transparency
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You can use Responsible AI and transparency to your strategic 
advantage. Consider Deutsche Telekom’s approach.

https://www.telekom.com/en/company/digital-responsibility/digital-ethics-deutsche-telekoms-ai-
guideline

https://www.telekom.com/en/company/digital-responsibility/digital-ethics-deutsche-telekoms-ai-guideline
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So what does this all mean for local?
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The world’s most valuable resource is no longer oil, but data

What data (distribution, branding) assets do you have?

https://www.economist.co
m/leaders/2017/05/06/the-
worlds-most-valuable-
resource-is-no-longer-oil-
but-data
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What data assets do you have?  The next frontier with AI is 
capturing the value from your unstructured data

STRUCTURED
DATA

UNSTRUCTURED
DATA

SCARCITY

ABUNDANT

Ad Campaigns

User search

User click 
stream

Images
Pictures

Messaging

Text

Audio
Voice
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Five ideas for the local search industry based on your data 
assets

1. Sales calls analytics – call mining of agent and customer service calls

2. Conversational commerce – moving to conversations and B2C messaging

3. Automation and productivity improvements –automated recruitment 
assessment

4. Predictive selling and marketing – optimizing customer acquisition, 
retention, and life-time value

5. Search and personalization - websites tailored to user, ad campaigns, etc.

What data assets do you have for AI?
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AI driven call analytics can be used to better discover agent 
quality, call compliance, customer needs and issues

• Imagine being able to understand what is happening in 
emails, slack, social media, telephone, messaging?

• Can help identify:

• Agent quality 

• Compliance with call guidelines – think mis-selling

• Customer sentiment and underlying issues

• Hidden patterns of needs, issues  

• But be careful with your selection of your “AI vendor”

https://theintercept.com/2018/01/19/voice-recognition-technology-nsa/

https://theintercept.com/2018/01/19/voice-recognition-technology-nsa/
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AI can be used to automate conversational commerce and 
create a strategic differentiator

• Consumers use messaging apps to communicate and organize their lives – 100B 

messages are sent on WhatsApp, Instagram and Facebook messenger every day

• Consumers want to extend messaging to their interaction with SMEs – 70% of consumers 

use a private message channel to engage with a brand to discuss their requirements

• Publishers are in strong position to be the conversational commerce broker and platform 
between messaging platforms and SMEs

• AI can help automate conversations to offer 24x7 engagement and better understand 

customer needs.

https://about.yell.com/media-centre/yell-launches-free-new-messaging-service-in-collaboration-with-liveperson

https://about.yell.com/media-centre/yell-launches-free-new-messaging-service-in-collaboration-with-liveperson
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/

The hard part of AI is not 
doing AI, but putting in 

place the data, technical, 
operational and people 

foundations to do AI
http
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Then our 

imagination is the 

limit
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https://www.ft.com/content/f939db9a-40af-4bd1-b67d-10492535f8e0

10t
h Oct 

2021
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There is a leadership race for AI 
across nation states.  

Does this impact innovation?

4

2

h t t p s : / / w w w . g a r t n e r . c o m / t e c h n o l

o g y / p r e s s R o o m . d o ? i d = 3 8 7 2 9 3 3

https://www.gartner.com/technology/pressRoom.do?id=3872933
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China is an AI super-power with an ambition to be a global 
leader in AI by 2030
AI Super-Powers, 

Dr Kai Fu-Lee “China is the Saudi Arabia in data”

https://www.slideshare.net/AIFrontiers/kaifu-lee-at-ai-frontiers-the-era-of-artificial-intelligence?from_action=save

Chinese structural advantages include data privacy regulations, public - private 
cooperation, and scale of data, capital, talent and market demand.

“I left out Europe because I 

didn’t think there was a 
good chance for it to take 
even a so-called ‘bronze 
medal’ in this AI 

competition. European 
artificial intelligence 
is losing the race.”

“I left out Europe...”

https://www.slideshare.net/AIFrontiers/kaifu-lee-at-ai-frontiers-the-era-of-artificial-intelligence?from_action=save
https://sifted.eu/articles/europe-is-losing-the-ai-race/
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AI management consultancy

Thank you.  Best Practice AI

Contact us:

+44 (0) 7 8 2 4 5 5 7 9 7 9
www.bestpractice.ai

@BestpracticeAi

Simon Greenman
Simon @ bestpractice . ai

Strategy, Business Planning & 
Education

AI Delivery 
Support & Coaching

AI Governance & Risk 
Management

Investment Due Diligence

Organisational Design and 
Capacity Building


